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Journal of Economic Literature 
Vol. XXIX (March 1991), pp. 69-77 

A Review of Recursive Methods in 

Economic Dynamics* 

By KENNETH L. JUDD** 

Hoover Institution, Stanford University, and National Bureau of Economic Research 

NANCY STOKEY AND ROBERT LUCAS, JR., and 
Ed Prescott have produced an exception- 

ally useful, thorough, and timely introduction 
to stochastic economic dynamics. Dynamic op- 
timization techniques developed in Operations 
Research, formulated initially by Richard Bell- 
man (1957), have been used extensively in eco- 
nomics, particularly in macroeconomics, fi- 
nance, and public finance. Economic theorists 
have extended dynamic programming theory 
in several valuable directions. Of particular 
note for this book is the concept of recursive 
equilibrium introduced in Edward Prescott and 
Rajnish Mehra (1980). While these techniques 
have been used extensively, there has been no 
broad, unified, and comprehensive presenta- 
tion of the concepts, tools, and applications of 
recursive dynamic techniques that is written 
for economists and demands no more mathe- 
matics than a typical student is exposed to in 
a good graduate program. This book succeeds 
marvelously in filling this need. Furthermore, 
given the depth of development, it is also a 
valuable reference for researchers. 

Before describing the book's contents in de- 
tail, we should discuss what is distinctive and 
important about the recursive approach to dy- 
namic economic problems. To do this, let's ex- 
amine a simple problem and an alternative ap- 
proach to its solution. The canonical problem 

for economic dynamics is the infinite horizon 
deterministic growth problem. Let k, be the 
capital stock at the beginning of period t, f(kt) 
a neoclassical production function expressing 
period t production as a function of kt, ct con- 
sumption in period t chosen at the end of the 
period, u(c) a concave utility function, and I 
the discount factor. Then a social planner for 
this infinitely lived economy will solve the prob- 
lem 

max 1tt((ct)(1) 
Ct t=O 

where the choice for the path ct is constrained 
by production possibilities represented by the 
law of motion 

kt+ I = f(kt) - ct (2) 

where ko is the initial endowment of capital. 
The approach taken in discrete-time control 

(corresponding to the calculus of variations 
techniques presented in Morton Kamien and 
Nancy Schwartz 1981) is to find the time path 
of consumption, ct, which solves (1) subject to 
(2). The critical condition is the Euler equation, 
that is, the condition that the marginal value 
of consuming one dollar today is equal to the 
value of saving one dollar today and consuming 
the gross proceeds tomorrow. In this case, it 
reduces to the equation 

u'(ct) = 3u'(ct+1)f'(kt+1). (3) 

The Euler equation together with the law of 
motion, (2), and the initial endowment deter- 
mine the optimal path of consumption choices, 
implying that the problem reduces to the differ- 
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** The author gratefully acknowledges the useful 
comments of an anonymous referee. 
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ence equations (2) and (3).1 The literature on 
optimal control (Kenneth Arrow and Mordecai 
Kurz 1970; Kamien and Schwartz 1981) focuses 
on the time path of the shadow prices of the 
state, equal to u'(c,) in this case, as well as 
the time path of the state. 

Economics, as opposed to operations re- 
search, is not solely concerned with social plan- 
ning problems. Of more general concern is the 
computation of equilibrium under various mar- 
ket conditions. For the optimal growth prob- 
lem, (1), the welfare theorems of general equi- 
librium theory tell us that the equilibrium of 
the complete market Arrow-Debreu model of 
general equilibrium will implement the social 
optimum. Therefore, with the optimal con- 
sumption path computed from (2) and (3), one 
can also compute the series of competitive equi- 
librium prices, Pt, for the economy defined by 
u(c) and f(k), where Pt is the price of period 
t consumption in terms of consumption at 
t = 0. 

There has been a rich and extensive set of 
tools developed for deterministic optimal con- 
trol models. Furthermore, they have been use- 
ful in computing equilibrium in economies 
where optimality and equilibria do not neces- 
sarily coincide, such as in monetary economies, 
economies with taxes, and environments with 
externalities. William Brock and Anastasios 
Malliaris (1989) is an excellent recent review 
of this literature. While these problems are in- 
teresting, their deterministic nature limits their 
generality. For example, in these deterministic 
models one cannot discuss asset prices, busi- 
ness cycles, or any other economic phenomena 
critically related to uncertainty and risk. 

A more interesting planning problem, ini- 
tially examined by Brock and Leonard Mirman 
(1972), is optimal growth with uncertainty in 
output. In this case, we assume that the produc- 
tion function in period t is hit with a multiplica- 
tive stochastic shock Et. For our purposes as- 
sume that the Ef are independent and identically 

distributed, and that output in period t is Etf(kt). 
Then (1) and (2) become 

max E E: tl0(t) (' 
et t=O 

kt+ = otf(kt) - t. (2') 

Stochastic optimization problems present 
many difficulties when we turn to formalize 
them. If we proceed in this stochastic case as 
we did in the deterministic case, we index 
goods by both date and the history of the econ- 
omy, as in the Arrow-Debreu approach to gen- 
eral equilibrium with time and uncertainty. 
This state-contingency approach can be useful, 
and was pioneered by Truman Bewley (1972) 
to prove existence of competitive equilibrium 
for such economies. 

Sometimes this state contingent approach to 
representing the problem can be useful in going 
beyond existence analysis. One way to proceed 
is to determine the sequence of consumption 
decisions that satisfy the infinite series of first- 
order necessary conditions 

U'(Ct) = fE[u'(Ct+ )t+ 1f'(kt+1 )It] (4) 

where It is the information available to the social 
planner at time t. This stochastic Euler equation 
has been the foundation of much intertemporal 
econometric work since introduced by Robert 
Hall (1978). In particular, it has been inten- 
sively used in generalized method of moments 
tests of asset pricing theories, as in Lars Hansen 
and Kenneth Singleton (1982). In the case of 
linear-quadratic preferences and technology, 
these stochastic Euler equations can be juggled 
to yield representations for the equilibrium and 
optimal consumption choices at any time, which 
are linear functions of the infinite history of 
productivity shocks. This approach, exposited 
in Thomas Sargent (1987), is extensively used 
in the rational expectations macroeconomics lit- 
erature. It can even be used to examine general 
equilibrium problems, as shown in Hansen and 
Sargent (1990). 

Unfortunately this state-contingent approach 
becomes intractable once we leave the liner- 
quadratic world. In general, it is impractical 
to express current decisions as functions of his- 
tory. While existence problems can be solved 
and some empirical work is possible, it is very 
difficult to do anything more detailed, such as 

1 Mathematically inclined readers will realize that 
this is not quite true because a terminal condition, 
called the transversality condition at infinity, is often 
another condition. A wonderful aspect of recursive 
techniques is that concerns about TVC, seem to dis- 
appear once one makes the correct choice about the 
topological space where one looks for a solution. The 
details are not suitable material for this review article. 
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comparative dynamic exercises, in dynamic 
models with uncertainty, even after focusing 
on reasonable combinations of utility and pro- 
duction functions. 

Recursive methods greatly simplify analysis 
of these dynamic models without making strong 
functional form assumptions. The key insight 
is that the state-contingency scheme of distin- 
guishing goods by their date and complete his- 
tory is excessive in many cases because current 
decisions often depend on the past in very lim- 
ited ways. Consider the optimal growth prob- 
lem with productivity shocks. The current capi- 
tal stock alone determines the set of feasible 
consumption paths. Also, past consumption 
choices do not affect how the social planner 
ranks alternative future consumption paths. 
Therefore, the current consumption decisions 
depend on the past solely through history's ef- 
fect on the current capital stock. Furthermore, 
the same logic indicates that the competitive 
equilibrium in such models will also have cur- 
rent prices and that allocations depend solely 
on the current capital stock, even in similar 
environments where distortions prevent equi- 
libria from implementing Pareto allocations. 

This observation leads us to an alternative 
focus, the recursive approach, for the analysis 
of dynamic economic models. When we take 
the recursive approach to the optimal growth 
problem, (1), we do not try directly to deter- 
mine the stochastic consumption path, et, but 
rather focus on the policy function, h(k), which 
expresses consumption at any time as a function 
of the capital stock at that time. This substan- 
tially alters the analysis of many economic mod- 
els. In general, we turn away from looking for 
a sequence of prices and allocations that satisfy 
equilibrium conditions, and instead look for a 
collection of policy functions, independent of 
time, which express current decisions and 
prices as functions of the state variables, which 
in turn are sufficient statistics of the past. In 
the linear-quadratic case, one can easily move 
from representations of decisions that are func- 
tions of the infinite history of stochastic shocks 
to representations that are linear functions of 
appropriate state variables. In the linear-quad- 
ratic world, the distinctions between state-con- 
tingent solutions and recursive solutions re- 
volve around different representations of linear 
stochastic processes, and are not as crucial. 

However, in nonlinear worlds, there are no 
easy ways to synthesize a policy rule from a 
state-contingent representation. 

Computing the equilibrium policy function 
in a recursive model is valuable because it is 
a sufficient description of equilibrium, and from 
it one can derive any economic quantity. For 
example, the price of a one-period bond yield- 
ing one dollar tomorrow equals the expected 
marginal rate of substitution between today's 
consumption and consumption tomorrow, a 
quantity directly computable once we have the 
equilibrium policy function. Composing the 
policy function with the stochastic law of mo- 
tion, one could compute the distribution of the 
state of the economy several periods into the 
future given the current state. For example, if 
taxes were a state variable, one could compute 
the distribution of the capital stock ten years 
hence as a function of the current tax rate. 
Econometricians could use the policy function 
to compute the variances and covariances nec- 
essary to estimate the structural parameters. 

The reduction of a dynamic model to a recur- 
sive model must be done carefully. The critical 
step is defining the state variable. While this 
is not a trivial step, introspection will generally 
suffice. State variables are, from the point of 
view of any moment, predetermined variables, 
and may include lagged endogenous variables. 
For example, if there were habit formation in 
utility, then current decisions would depend 
on past consumption as well as on current 
wealth, implying that past consumption must 
be included in the state variable. When in 
doubt, one should include a variable in the state 
vector. Sometimes reducing a problem to a fi- 
nite set of state variables may not be possible, 
such as when part of the stochastic process un- 
derlying taste or productivity shocks is not Mar- 
kovian. However, for numerous economic 
problems, the Markov assumption is a reason- 
able one to make in order to obtain a tractable 
model amenable to empirical analysis and com- 
parative dynamics. 

Note that this reviewer's emphasis on the 
policy function differs somewhat from the litera- 
ture and this book. The recursive approach of- 
ten focuses on computing a value function, that 
is, a function that tells, given the current state, 
the supremum over all possible policies of the 
present values of current and future utility. In 
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dynamic programming, the existence of a value 
function is trivial as long as there is an upper 
bound on the present value. The existence of 
a policy function that actually achieves the value 
function is more problematic in the abstract, 
but is generally not a problem in many eco- 
nomic contexts. However, I prefer to make the 
policy function the focus because all of the posi- 
tive economics is contained in the policy func- 
tion whereas the value function is an unobserv- 
able, subjective concept. Therefore, the value 
function has utility for economic analysis only 
to the extent it facilitates the characterization 
and computation of the policy function. Some- 
times, the value functions can be eliminated 
from the positive analysis, as will be the case 
below. 

Once we decide to focus on policy functions, 
we need to find conditions that determine the 
optimal (or equilibrium) policy functions. In the 
deterministic growth case, we derive the key 
equation by modifying the Euler condition and 
imposing feasibility. That is, if today's capital 
stock is k and today's consumptioni is h(k), then 
tomorrow's capital stock is f(k) - h(k), tomor- 
row's output is f[f(k) - h(k)] and tomorrow's 
consumption is h{f[f(k) - h(k)]}. Furthermore, 
if the policy is optimal, then the Euler equation 
must hold: 

u'[h(k)] = f3u' Rh{f[f(k) - h(k)]}l 
f'{f[f(k) - h(k)]}. (5) 

A reader may be initially unimpressed by 
these developments because they appear to be 
just another way to compute Pareto efficient 
competitive equilibria. Furthermore, policy 
functions themselves are not novel because dy- 
namic programming has always focused on pol- 
icy functions, as did Brock and Mirman (1972). 
What is more recent, and more important to 
economic applications, is the realization that 
the recursive approach can be used to compute 
equilibria in many economic environments, 
even where equilibria do not correspond to so- 
lutions of a planner's problem. A simple exam- 
ple of this is where net income is taxed at a 
rate T and returned lump-sum to individuals. 
Assuming the tastes and technology assumed 
in (1) above, the law of motion of k is unchanged 
and the critical Euler equation for the equilib- 
riumn policy function becomes 

u'[h(k)] = I3u'Rh{f[k - h(k)]}l 
Rj - T){f'[k - h(k)] - 1} + 1D. (6) 

In David Bizer and Kenneth Judd (1989), recur- 
sive equilibrium techniques based on (6) are 
used to show existence of equilibrium and to 
analyze that equilibrium. Notice that the only 
difference between (6) and the Euler equation 
for the optimal growth problem, (5), is the intro- 
duction of the constant (1 - T). From a mathe- 
matical perspective, the two functional equa- 
tions are very similar. This example is a 
particularly clear one showing that from a for- 
mal point of view the critical equations for re- 
cursive equilibrium differ little from the critical 
equations for dynamics programming, but re- 
cursive equilibria can cover a much broader 
range of economic environments. 

It may still seem that we have ilot gained 
anything except a different way to express diffi- 
cult problems. Instead of finding infinite se- 
quences of real numbers satisfying (2) and (3), 
we instead look for a policv functioni h(k) which 
solves the single equiation, such as (5) in the 
deterministic case. This is called a fiunctional 
equation because the unknown is a function, 
h(k). Of course, in trying to solve the functionial 
equation (5) we must search over all possible 
choices for h(k), a set of infinite dimension. Ini- 
tially, the choice between solving an infinite 
set of one-dimensional equations or a single infi- 
nite-dimensional equation is not a pleasant one. 
Showing that the recursive approach is tractable 
and superior is the task the authors have set 
for themselves and do accomplish with this 
book. 

After an introductory chapter, chapter 2 be- 
gins the book with a very readable overview 
of the basic ideas and economic intuition for 
the book's subject. The initial nontechnical dis- 
cussions also illustrate the broad scope of eco- 
nomic applications for recursive techniquies. 
This is very helpful because a reader will be 
more willing to work through the technical ma- 
terial in later chapters after being treated to a 
sample of the final reward. 

Part II begins the serious analvsis with an 
examiination of deterministic optimal control 
models. Chapter 3 introduces the reader to ba- 
sic mathematical tools. We immediatelv see the 
general usefulness of the book. At onie level, 
its material is rigorouslv presented, anid it is 
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never afraid of using the mathematics necessary 
to develop the economics. On the other hand, 
it does not assume that the reader has an ad- 
vanced degree in mathematics, for all of the 
necessary mathematical tools are developed 
from basics. 

While this approach results in a long book, 
it is efficient in that the authors have taken 
from the mathematics literature just what is 
needed for serious economic analysis. It is very 
helpful that the mathematics is presented in 
intuitive economic contexts. For example, non- 
linear functional equations of the sort (5) are 
not standard fare even in graduate mathematics 
(which instead focus on continuous-time func- 
tional equations), but appear very naturally in 
discrete-time optimal growth problems. In gen- 
eral, this book is a very good place to learn 
the necessary mathematics of functional equa- 
tions and discrete-time stochastic processes, far 
better than dense mathematical treatises which 
have different agendas and are meant for differ- 
ent audiences. While I hope that students using 
Stokey and Lucas would learn basic measure 
theory in a mathematics course, even that 
would not be necessary. On the other hand, if 
one needs to learn some mathematics in greater 
detail, this book adequately prepares a reader 
for the mathematics literature, and assists the 
reader in this regard with frequent references 
to the standard mathematical sources. 

Chapter 4 develops dynamic programming 
in infinite horizon contexts. It covers both 
bounded and unbounded utility functions. The 
development follows the approach of David 
Blackwell (1965) and Eric Denardo (1967). It 
also shows how to use dynamic programming 
to derive deterministic Euler equations. Chap- 
ter 5 discusses a wide range of applications of 
the deterministic dynamic programming para- 
digm. These applications include growth, 
technical progress, learning, human capital, 
investment, growth with intertemporally non- 
separable preferences, and monopoly pricing 
with unknown demand. 

If the policy function is the appropriate focus 
for analysis, it should contain all properties of 
the solution, and once it has been computed, 
all other questions can be addressed. Chapter 
6 shows how the policy function can be used 
to analyze the dynamics of the solution. The 
first concern in a deterministic model is 

whether the optimal policy function causes the 
system to converge to a particular point, known 
as the steady state. This leads one to study the 
stability of a system, the first topic of this chap- 
ter. If one has a convergent system around a 
steady state, and the policy function is smooth 
at that point, then one can learn much about 
a model's asymptotic dynamics by "linearizing" 
the policy function around the steady state. 
Such a linearization technique replaces the non- 
linear policy function by a linear policy function 
which is the best approximation near the steady 
state. The appropriate way to do this is the 
next topic of chapter 6. Linearization tech- 
niques are powerful because they reduce a gen- 
erally intractable nonlinear problem to a tracta- 
ble linear problem. These techniques are very 
useful in economic models because they allow 
us to do comparative dynamics exercises, such 
as determining the effect of a monetary injec- 
tion, a tax increase, or a persistent but decaying 
productivity shock. Because these exercises 
typically summarize the interesting positive 
economics of a model, the value of linearization 
techniques is clear. 

Part III moves to stochastic models and is 
the core of the book. Chapters 7 and 8 are 
very accessible presentations of the basic mea- 
sure theory and Markov process theory which 
is needed for extending the deterministic the- 
ory of Part II to stochastic models. Chapters 9 
and 10 return to dynamic programming and 
economic applications. Formalizing dynamic 
programming in stochastic environments is dif- 
ficult because of all the bookkeeping any nota- 
tion must do. This presentation provides all the 
details without getting lost in cumbersome no- 
tation. We see some familiar examples from 
the deterministic sections, optimal growth and 
inventories, but we are also treated to some 
new ones, such as asset pricing and job search. 

The book next turns to ways of describing 
the long-run behavior of a stochastic dynamic 
model. In deterministic growth models, we do 
this by studying the steady states. This cannot 
be done in stochastic models because the sto- 
chastic shocks prevent steady convergence to 
any particular point. We would still like to have 
an analogous concept of long-run tendencies. 
This is accomplished in an uncertain environ- 
ment by studying how the probability distribu- 
tion of the capital stock evolves over time. Let 
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G,(k) = prob(kt < k I ko) (7) 

be the probability distribution function for kt 
given the initial capital stock. With the recur- 
sive approach, the dynamic evolution of Gt can 
be expressed simply, and the convergence of 
Gt to a long-run distribution can be examined. 
Chapters 11, 12, and 14 develop the mathemat- 
ics defining the concepts of convergence 
needed for empirical analysis. Chapter 13 then 
applies these concepts to inventory theory, op- 
timal growth, and monetary economies. 

The applications in parts II and III are gener- 
ally optimal control problems in standard eco- 
nomic settings. Much of the real business cycle 
literature, such as John Long and Charles Plos- 
ser (1983), and the asset pricing literature, such 
as Lucas (1978) and Mehra and Prescott (1985), 
is based on using dynamic programming to com- 
pute competitive equilibria. Dynamic program- 
ming techniques are also becoming increasingly 
valuable because recent developments in eco- 
nomic theory have shown that many dynami- 
cally complex problems can be reformulated 
as dynamic programming problems. Kydland 
and Prescott (1980) formulated a dynamic opti- 
mal taxation problem as a dynamic program- 
ming problem. The same was shown by Dilip 
Abreau, David Pearce, and Ennio Stacchetti 
(1986) for optimal cartel behavior, and by Ed- 
ward Green (1987), and Stephen Spear and San- 
jay Srivastava (1987) for dynamic contracting 
problems under asymmetric information. In all 
of these cases, the critical step was to add a 
state variable expressing a promise by the plan- 
ner to the agent(s) about the future evolution 
of the planner's policy, and to add incentive 
compatibility constraints that force the planner 
to respect each agent's choices of unobservable 
actions. The key point of these papers is not 
that a problem can be approached as an optimi- 
zation problem in some way, but that one can 
derive a low-dimensional statistic, summarizing 
past history, such that the dynamic program- 
ming solution using it as the state variable will 
do as well as any other more complex, dynamic 
solution. This dimensionality reduction makes 
tractable seemingly intractable dynamic prob- 
lems. As we become more adept in identifying 
recursive structures, dynamic programming 
will become an even more useful tool in analyz- 
ing dynamic problems and the techniques de- 

veloped in Stokey and Lucas more valuable. 
Part IV moves away from control problems 

and to a competitive equilibrium focus. The 
competitive equilibrium analysis builds on the 
preceding developments because, even when 
equilibrium does not solve a social planner's 
problem, dynamic programming provides us 
with the demand and supply relationships nec- 
essary for equilibrium analysis. Chapter 15 ex- 
amines the definition of equilibrium and Pareto 
optimality. Here the necessary mathematical 
tools are different. Stokey and Lucas develop 
a version of Bewley (1972) which is adequate 
for the tastes and technologies examined here. 
This treatment allows them to connect standard 
general equilibrium concepts such as competi- 
tive equilibrium and Pareto optimality with the 
recursive equilibrium solutions, demonstrating 
that recursive techniques do find the competi- 
tive equilibria. 

Equilibrium theory is further developed and 
applied in chapters 16 and 17. The examples 
of dynamic competitive equilibria are wide- 
ranging, including industry investment, hetero- 
geneous consumers, and overlapping genera- 
tions models of money. The examples from the 
overlapping generations literature point out 
that recursive equilibrium analysis is not con- 
fined to infinitely lived representative agent 
models. There is also a presentation of Lucas 
(1972), one of the first and most important pa- 
pers to use recursive equilibrium techniques. 
Chapter 18 closes the book with the recursive 
formulation of dynamic equilibrium with taxes. 
These last examples show us that recursive 
equilibrium is not confined to the analysis of 
problems that are also solutions to planning 
problems. 

In using the recursive approach, one should 
be aware of its limitations. The recursive ap- 
proach has some limitations in studying models 
where there is not a match between optimality 
and equilibrium, such as in the sunspot litera- 
ture and in dynamic game theory. The theme 
of the sunspot literature, as in David Cass and 
Karl Shell (1983), is that variables that "should 
not" be important can play a role in equlibrium. 
A recursive equilibrium analysis that excludes 
supposedly extraneous variables will miss sun- 
spot equilibria. This is not a crucial limitation 
because this problem can often be handled by 
appropriately expanding the definition of the 
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state. In the case of sunspots, for example, one 
can always increase the set of state varaibles 
and see whether there are equilibria that de- 
pend critically on the supposedly extraneous 
variables. The other limitation of recursive 
techniques arises in strategic contexts. In dy- 
namic games, past actions may be used to facili- 
tate cooperation. Specifications of the state 
variable that limit memory may eliminate 
interesting equilibria. While these limitations 
may be important for some problems, they have 
no effect for many others. 

While this book is concerned largely with 
techniques leading to formulating recursive 
equilibria and proving existence of optimal pro- 
grams and equilibria, the recursive methods 
developed here form the foundation for further 
analysis of these models, and will be useful in 
much future research on these and other eco- 
nomic problems. I shall now turn to aspects 
of recursive equilibrium analysis, both applica- 
tions and quantitative techniques, which were, 
quite understandably, not covered in this book. 

While the book gives numerous examples of 
recursive equilibria, there are others that will 
probably be more extensively developed in the 
future. For example, much of the work in com- 
petitive security markets assumes complete 
state-contingent securities. Because this as- 
sumption is of questionable accuracy in its ex- 
treme form, it would be valuable to know how 
equilibrium is affected when the collection of 
traded securities is limited. Recursive equilib- 
rium is the natural way to formulate the prob- 
lem, as Milton Harris (1987) shows in an exam- 
ple of recursive equilibrium with incomplete 
security markets. There has also been a recent 
surge in interest in economic growth and the 
role of externalities, with Paul Romer (1986) 
and Lucas (1988) being early examples. Stochas- 
tic extensionss of this work will be done with 
recursive equilibrium. Another class of prob- 
lems amenable to recursive analysis is noncoop- 
erative game theory. In fact, the dynamic game 
literature, for example, Avner Friedman (1972), 
formulates nonzero sum continuous-time games 
as recursive equilibria. 

Finally, I would like to discuss extensions 
of recursive equilibrium techniques that will 
allow one to probe more deeply in analyzing a 
dynamic model. In particular, when we study 
economic models, we generally want to do com- 

parative statics exercises. We would like to ad- 
dress dynamic questions in a similar compara- 
tive fashion. For example, if the risk aversion 
of the representative agent increases, is there 
more or less saving? What happens to the vari- 
ance of output? of consumption? Many of these 
questions were addressed using a recursive 
equilibrium approach by Jean-Pierre Danthine 
and John Donaldson (1981). John Laitner (1990) 
develops general methods for computing how 
parameter changes alter equilibrium policy 
functions and moments of economic time series. 

Unfortunately, there is a limit as to how much 
one can learn from qualitative manipulation of 
the recursive equilibrium equations. In fact, 
there are few precise results in general equilib- 
rium analysis because of the tendency of income 
effects to make anything possible. This does 
not mean that it is futile to ask comparative 
dynamic questions. The more relevant question 
to address is what happens when we restrict 
ourselves to tastes and technologies that have 
some empirical plausibility. To do this, we need 
to compute more explicitly specific equilibria, 
a task which in itself is nontrivial. 

Fortunately, recursive equilibrium formula- 
tions of economic problems are amenable to 
the whole range of approximation techniques. 
First, there are asymptotic methods, also called 
perturbation-techniques that approximate the 
true solution to a high degree as some parame- 
ters get close to zero. These methods are ana- 
lytic in the sense that they are closed-form for- 
mulas, and often have a high degree of validity. 
Being closed forms, one can use them to prove 
theorems for an open set of cases. Stokey and 
Lucas do touch on these methods in their treat- 
ment of the linearization techniques for deter- 
ministic models around a steady state in chapter 
6. This linear approximation of a recursive equi- 
librium is asymptotically valid in the sense that 
the error of the approximate solution is quad- 
ratic in the difference between the initial capital 
stock and the steady-state capital stock. This 
is only the first step in a perturbation analysis 
because, using only linear operations, one can 
go on to find good quadratic, or cubic, or 
higher-order approximations to the policy func- 
tion near the steady state (see Alain Bensoussan 
1988). These approximations would be useful 
in economic analyses. For example, a quadratic 
approximation would indicate how rapidly the 
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linear approximation is decaying away from the 
steady state. More generally, such extended 
local approximations would be more accurate 
around a steady state, allow the approximation 
to capture a wider range of nonlinear effects, 
and generally increase the range over which 
the approximation fits well. 

A related standard technique in stochastic 
dynamic programming is to take the policy func- 
tion for a deterministic problem and use it as 
a basis for computing an asymptotically valid 
approximation for a "neighboring" stochastic 
problem (see Wendell Fleming 1971 and Ben- 
soussan 1988), that is, a problem with the same 
structure except for a shock with small variance. 
Michael Magill (1977) showed how to use this 
technique to analyze macroeconomic issues, 
and the empirical real business cycle literature 
(such as Kydland and Prescott 1982) has applied 
it extensively. These approximations are easily 
computed once a problem is expressed in a re- 
cursive fashion. 

These analytical asymptotic approximations 
will be somewhat limited because they gener- 
ally make a "smallness" assumption-near a 
steady state, a small variance, and so on. There 
will always be some doubt as to their validity 
away from the center of the approximation. 
However, with the continuing increase in com- 
puting power and algorithmic efficiency, there 
has been and will continue to be more extensive 
use of numerical approaches to computing glob- 
ally good approximations of equilibrium of 
economies and games. Here is an area where 
the recursive approach will be most valuable. 
Most numerical studies of dynamic models have 
taken a state-contingency approach; that is, 
they date the commodities and then compute 
the equilibrium dynamic path of prices and allo- 
cations. This is the case, for example, in Alan 
Auerbach and Laurence Kotlikoff's (1987) study 
of macroeconomic fiscal policy. While the state- 
contingency approach can be useful in numeri- 
cal analysis of deterministic models, it is useless 
for numerical computation of dynamic models 
with uncertainty because computer memory 
would be quickly exhausted for any reasonable 
model. 

In contrast, approximating recursive equilib- 
ria is quite tractable. Economic applications of 
numerical solutions of recursive equilibria go 
back to Robert Gustafson (1958) in the agricul- 

tural economics literature, and to Bellman and 
Dreyfus (1962) in the dynamic programming 
literature. The main task is finding some way 
to represent policy functions on the computer. 
Generally, one uses standard approximation 
techniques, such as piecewise linear interpola- 
tion, polynomials, and splines, to represent the 
policy function. These approximating functions 
depend on only a finite number of undeter- 
mined parameters. Once the form of the ap- 
proximation is determined, the numerical task 
is to find that set of parameter values that will 
cause the functional equations describing the 
recursive equilibrium, such as (5), to be nearly 
satisfied. There is also a large and useful litera- 
ture on solving such functional equations form 
physics, chemistry, fluid dynamics, and engi- 
neering (e.g., C. A. J. Fletcher 1984). Given 
the mathematical similarity between the equa- 
tions defining recursive equilibrium and the 
equations arising in other fields of study, one 
expects that these standard methods will find 
numerical approximations to recursive equilib- 
ria. For example, (5) can be solved in a few 
seconds on a personal computer with an error 
less than .01 percent (see Judd 1989). By com- 
bining the recursive techniques discussed in 
Stokey and Lucas with standard approximation 
techniques, economists will be able to analyze 
economic problems previously beyond our 
grasp. 

In summary, Recursive Methods in Economic 
Dynamics is an excellent review of the current 
state of the art in discrete-time dynamic eco- 
nomic analysis. It will long serve as a valuable 
teaching and reference tool. 
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